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About Otto Dobretsberger CODc

« Sr. Software Dev @ CODE (15+ years)
» Degrees in Biomedical Science and Computer Science
 Professor @ University of Houston (10+ years)

 Author, Speaker and Presenter

» 2x World Record holder in Bench Press

« Email: ottod@codemag.com



mailto:markus@eps-software.com

About CODE Consulting CODr-

 Custom Software Development

» Artificial Intelligence
« Web, Cloud, Mobile, Desktop, Serverless, Databases,... g
Copilot Development, Al, GPT & Azure OpenAl
Application Security Testing

User Interface and Interaction Design

Project Rescue, App Modernization (VB, VFP, Access, etc.)

Support & Maintenance for existing applications

(‘Seog resources




Al Consulting Services COooc

2 -—=--—-—= ¢ (Check out our new Executive Briefing Offer!
* We can help with your Al needs
= » What does Al mean for you?
* “Skunk Works" Projects

Setting Directions for the Future of Your Org

« www.codemag.com/Al

el © Www.codemag.com/ExecutiveBriefing
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CODE Staffing COOk-

* Disrupting the world of staffing!

have staff on par with

* Giving our customers the ability to /
Silicon Valley companies...

e ...and our employees a work
environment in a bleeding-edge tech
company with the industry leading benefits!

« www.codestaffing.com



http://www.codestaffing.com/

We Need You! COOc.

» We are currently “hiring on all cylinders” across the entire
CODE Group Organization!

* Check out www.codestaffing.com/careers



http://www.codestaffing.com/careers

Upcoming Events COok-

e State of .NET Online - .NET 8 — November 15th 2023

COD

STATE OF NET

e https://www.codemag.com/StateOfDotNet

« CODE Presents — October 25t 2023:
Harnessing Large Language Models Locally COD
. ==

* https://www.codemag.com/CODEPresents ol e



https://www.codemag.com/StateOfDotNet
https://www.codemag.com/CODEPresents

Free Subscription! COoc

* The leading software development magazine

written by expert developers for developers. HCODN

* All registered attendees will automatically é@ &
receive a free digital subscription to CODE "
Magazine — no need to do anything, it'll happen

auto-magically.

* Subscribers get CODE Focus issues free of
charge!

* Please share this free subscription link:

https://www.codemag.com/subscribe/cp10423



https://www.codemag.com/subscribe/cp10423
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https://bit.ly/CP10423Survey

Thank you for attending! COok-

 Welcome new attendees!

* Welcome repeat attendees!
« We now have quite a number of people who attended 50+ events

* Our Al presentations are the most popular we have ever done
» ...and we have been at this for 30 years!

 Based on the attendee list, | am guessing we have a mix of
developers, decision makers, and users



PRESENTS

Agenda COoc.

1. Introduction
e Brief introduction to Generative Al and its importance
* Contextualizing Image Generation within Generative Al
*  Goal of the presentation

2. Historical Evolution of Generative Models
* Brief history of generative models (with emphasis on image generation)
* Transition from early models to advanced architectures

3. Understanding Key Generative Models
* Introduction to Generative Adversarial Networks (GANs)
* Introduction to Variational Autoencoders (VAEs)

4. Running a Simple Generative Model
*  Preparing the environment and data
* Training a simple model for image generation
* Discussing the parameters influencing the model's outcomes

5. Demonstration: Generating Images
* Demonstration of generating images using a pre-trained model
* Exploring the parameter settings and observing the outcomes

6. Discussion: Capabilities and Limitations
* Discussing the strengths and weaknesses of current generative models
*  Future trends in generative Al for image generation



Introduction COO

* Importance of Generative Al for Image Generation
» Contextualizing Image Generation

 Goal of the presentation



Historical Evolution COO

* Early Efforts: RBM (Restricted Boltzmann Machines)
 Introduction of Generative Adversarial Networks (GANS)
 Variational Autoencoders (VAESs)

* Improvement of GANs
* Flow based models

 Performance Benchmarks and App Driven Development

Ethical Considerations

 Recent Advancements
* Open Source



Understanding Key Generative Models COOc

GAN vs. VAE




Generative Adversarial Networks (GANs) CODE




Generative Adversarial Networks (GANs) CODE

* Generator — artist who tries to create a convincingly fake
painting

e Discriminator — art critic who tries to tell if the painting is
real or fake

For How Long?




Generative Adversarial Networks (GANs) CODE

* Learning Process: Cat and mouse game
 Generator improves fakes
« Discriminator improves at spotting fakes

* Training improves both sides
* Feedback Loop
» Convergence
* Objective Measurement
« Human Intervention (optional)




Variational Autoencoders (VAES) COOc

* More orderly and structured

* More like a skilled artist who studies and learns from real images
to create new ones

» Study of images and their attributes (style, patterns, features,
brushes, color palette)

* Create blueprint & recipe
* New Image Generation (batch)
 Evaluation




It's never just one! COc-

 All modern image generation services make use of both.
* Different emphasis and focus

* These concepts

are new! T
Al Models and Timelines

Research

Model Notable Al products Paper

Details

Waogle Photos, ‘ Kingma & Welling
VAE Spotify Dec 2013 | "Auto-Encoding Variational Bayes"

AlphaGo, DALL-E, * Goodfellow & Bengio et al.
GAN NVIDIA StyleGAN Jun 2014 ? "Generative Adversarial Networks"

!

Google Pixel 4, GPT-3, May 2016 F Dinh & Bengio et al.

Flow models NVIDIA StyleGAN

BERT, Google Translate, | Vaswani & Polosukhin et al.
OpenAl's GPT models Jun 2017 | “Attention is All You Need"

DALL-E 2, Midjourney,
Stable Diffusion _ e

"Density estimation using Real NVP"

Transformer

9 coljung @ Medium Col Jung




Running a simple generative model CODE

 Preparing the environment and data
* Environment setup
 Data collection
 Data pre-processing

* Training a simple model for image generation
* Model architecture
* Training procedure
« Evaluation during training

AARVAWAY



Parameters influencing the model’s outcomes Co:)r_

* Hyper-Parameters
* Regularization

* Loss Functions
» Optimization Algorithms & Algorithm Optimization

* Exploration of Latent Space




Generating Images COc-

* Pretrained Text Embeddings — Text To Vector

« Example: Rhino
* Gray
* 4 thick legs
* 1 or2 horns
 Short tail
 Skin texture
» Postures
e Etc.




Generating Images COc-

uxplanet.org

Steps: 10 Steps: 20 Steps: 40 Steps: 80 Steps: 150




Running Stable Diffusion Local COok-

t2imgpy X

t{i):
load_reyp

ser.add_argumsent ( proj.bias’, "vision_model.encoder. layers.1l.self_attn.out_proj.weight’, "vision_model.encoder. layers.9.se attn.out_pr|

oj.weight', ‘'vision_model.encoder. layers.4.layer_norm2.weight', ‘'vision_model.encoder.layers.8.self_attn.k_proj.weight',

‘vision_model.encoder. layers.20.self_attn.q_proj.bias’', ‘vision_model.encoder.layers.l.self_attn.q_proj.weight', ‘visi

n_model.encoder. layers.4. layer_norm2.bias', 'vision_model.encoder.layers.10.self_attn.k_proj.weight', ‘vision_model.encc

der.layers.17.mlp.fcl.bias', ‘vision_model.encoder. layers.9.self_attn.v_proj.bias', 'vision_model.encoder.layers.17.self

_attn.v_proj.bias', 'vision_model.encoder.layers.6.mlp.fc2.bias', ‘'vision_model.encoder.layers.21.mlp.fcl.weight', ‘visi

on_model.encoder. layers.7.self_attn.q_proj.weight', ‘vision_model.post_layernorm.weight', ‘vision_model.encoder. layers.8

.layer_norml.bias', 'vision_model.encoder.layers.13.mlp.fcl.bias’', 'vision_model.encoder.layers.14.self_attn.out_proj.bi

as', 'vision_model.encoder. layers.l.mlp.fc2.bias’', 'vision_model.encoder.layers.22.self_attn.v_proj.bias’', ‘vision_model

.encoder. layers.10. layer_norm2.weight', ‘vision_model.encoder.layers.0.mlp.fc2.bias', 'vision_model.encoder.layers.11.1a

yer_norm2.weight', ‘vision_model.encoder.layers.5.self_attn.k_proj.weight', 'vision_model.encoder.layers.23.self_attn.k_

proj.bias’', 'vision_model.encoder.layers.14.self_attn.k_proj.bias’', ‘vision_model.encoder.layers.7.self_attn.out_proj.bi
as', 'vision_model.encoder.layers.2l.self_attn.out_proj.bias’', ‘vision_model.encoder.layers.21l.self_attn.k_proj.weight’,

‘vision_model.encoder. layers.16.self_attn.out_proj.bias’', 'vision_model.encoder.layers.2.mlp.fcl.bias', 'vision_model.e

ncoder. layers.6.self_attn.v_proj.weight', ‘'vision_model.encoder. layers.16.self_attn.k_proj.bias', 'vision_model.encoder.

layers.8.mlp.fcl.bias', ‘vision_model.encoder.layers.5.mlp.fcl.bias', 'vision_model.encoder.layers.10.mlp.fcl.bias"']
This IS expected if you are initializing CLIPTextModel from the checkpoint of a model trained on another task or with
another architecture (e.g. initializing a BertForSequenceClassification model from a BertForPreTraining model).
This IS NOT expected if you are initializing CLIPTextModel from the checkpoint of a model that you expect to be exact]

y identical (initializing a BertForSequenceClassification model from a BertForSequenceClassification model).

Creating invisible watermark encoder (see https://github.com/ShieldMnt/invisible-watermark)...

Sampling: 0% | 0/2 [00:00<?, ?2it/s]C

ata shape for PLMS sampling is (3, 4, 32, 32) 0/1 [00:00<?, ?it/s)

Running PLMS Sampling with 5 timeste

g PLMS Sampler: 100% (00:04<00:00, 1.13it/s]

t data: 100%| [00:08<00:00, 8.86s/it])
Sampling: 50%]| [00:08<00:08, 8.86s/it]
ata shape for PLMS sampling 1s (3, 4 | 0/1 [00:00<?, ?it/s]
Running PLMS Sampling with 5 timeste
PLMS Sampler: 100% [00:02<00:00, 2.06it/s]
data: 100%| | (00:03<00:00, 3.04s/it]
Sampling: 100%]| [00:11<00:00, 5.95s/it]
YOUR GENERATED IMAGES CAN BE FOUND HERE:
outputs/txt2img-samples

4d_argument (

CODE Training Says Thank You.
(1dm) PS C:\Users\ottod\Desktop\StableDiff\stablediff2\stable-diffusion>

add_argumsent(




Example results COc-

Blue car on moon Red flower on ship Kangaroo on mountain

5 @®
TR

6 images, each with 50 steps



Step Reduction COc-

50 steps



From noise to image CODE

Chris McCormick



https://mccormickml.com/

Prompt engineering COc-

"astronaut cat, playing piano in space, black hole in the background, high quality, 4k “"astronaut cat, playing piano in space, black hole in the background”
render, dramatic light, photoreal, detailed, pov shot, volumetric lighting, golden hour”

Leonardo.Ai with Alchemy



Service comparison COoc

A dynamic action scene of a knight battling a dragon on a cliffside, with roaring waves below,
inspired by the Romanticism movement, reminiscent of the works of Eugéne Delacroix.

-

Midjourney Nightcafe

Leonardo

No settings changed, default parameters
Dreamshaper 8

(local) =



PRESENTS

Local & personal cloud setup with Stable Diffusion CODL

* For instance, on RunPod
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Hugging Face

% Hugging Face

‘ Spaces

Discover amazing ML apps made by the community!

¥r Spaces of the week &

Running on ZERO

® multimodalart

Running on T4
=20)
Nougat Transformers
® hf-vision

All running apps, trending first

Running on A166

iusidGoiPusion

& AP123

mithril-security

Running on CPU UPGRADE

Stable Diffusion 2-1
G

« stabilityai

Running on CPU UPGRADE

Al Com%l‘?actory
w °

® jbilcke-hf

# Models Datasets Spaces

Running on T4

Upside-bown-biffusion

a AP123

Explore Clinical&Bi_ di I L

@ hfdh

Running on A160 Q 132

Shopify Image Background Replacement

» Shopify

& Solutions  Pricing = LogIn Sign Up

Create new Space

T Sort: Trending

Running on A166

Running on CPU UPGRADE

Clac

® lilacai

Open LLM I.eladerboard

HuggingFaceH4

CODc

PRESENTS



Other Announcements
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Al Consulting Services COooc

COE - Check out our new Executive Briefing Offer!

We can help with your Al needs

What does Al mean for you?

“Skunk Works" Projects

Setting Directions for the Future of Your Org

« www.codemag.com/Al

» www.codemag.com/ExecutiveBriefing
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CODE Staffing COOk-

* Disrupting the world of staffing! ’

» Giving our customers the ability to &
have staff on par with /
Silicon Valley companies...

e ...and our employees a work
environment in a bleeding-edge tech
company with the industry leading benefits!

« www.codestaffing.com



http://www.codestaffing.com/

We Need You! COOc.

» We are currently “hiring on all cylinders” across the entire CODE
Group Organization!

* Check out www.codestaffing.com/careers



http://www.codestaffing.com/careers

Upcoming CODE Training Classes COok-

* Public Al Training Classes CODE Training: -
* Introduction to Development with Open Al, : @ e
ChatGPT, Azure Open Al, and more... X S

* Building Copilots for your own apps

Development with OpenAl,

* Classes are also available as individualized
private classes and mentoring sessions

https.//www.codemag.com/training

ChatGPT, Azure OpenAl, and more...

Il


https://www.codemag.com/training

Upcoming Events COok-

e State of .NET Online - .NET 8 — November
e https:.//www.codemag.com/StateOfDotNet

COD

* CODE Presents — Monthly — Mostly Al STATE OF NET
e https://www.codemag.com/CODEPresents

CODL

PRESENTS


https://www.codemag.com/StateOfDotNet
https://www.codemag.com/CODEPresents

Recordings & Slide Decks COc-

Recent Event Recordings

» State of .NET Webinar Series
» codemag.com/StateOfDotNet aspenpnpmen ,,

2/23/2022

* CODE Presents Webinar Series s ODE Y ODE

STATE OF .NET STATE OF .NET
» codemag.com/CODEPresents

State of .NET - .NET 6 Preview State of .NET - Azure Architecture

10/27/2021 $ 9/29/2021

CODE MAGAZINE WEBINAR SERIES CODE MAGAZINE WEBINAR SERIES

STATE OF .NET STATE OF .NET



https://www.codemag.com/StateOfDotNet
https://www.codemag.com/CODEPresents

Subscribe to our YouTube Channel!

* Subscribe and “ring that bell” to

never miss any of our content!

« www.youtube.com/Codemag

= 3 Youlube

CODc

PRESENTS

CODE MAGAZINE

CODE 2

STATE OF .NET

CODE Magazine

o o CODc

T =

© Free Magazink'Subscription € §

suscrisep &

VIDEOS PLAYLISTS COMMUNITY CHANNELS ABOUT

State of .NET Events -2022 p PLAY ALL

CODE. )} CODE=

UPCOMING

The State of App and System : State of NET - BUILD Recap
Development with Markus... and .NET 7 Preview

1

SET REMINDER

CODE Presents Events - 2022 p PLAY ALL

CcoD | COD

PRESENTS PRESENTS

1:06:41 1:14:31

Best Practices for Power Bl i Git Basics: Knowledge You
and DAX Modeling presente Need to Develop Important

i EF Core 6: Fulfilling the
Bucket List Code Your Own

codE $|cooE

STATE OF .NET STATE OF .NET

UPCOMING

i Stateof NET - State of Azure : State of NET - State of Al

and Machine Learning

SET REMINDER o
SET REMINDER

CoDE | CODE

PRESENTS PRESENTS

1:28:32 56:34

i CODE Presents Making VS
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CODc

PRESENTS

QA

Contact us with questions!

CODE/EPS Contact: Presenter Contact:

www.codegroup.io ottod@codemag.com

info@codemag.com
facebook.com/codemag
twitter.com/codemagazine



facebook.com/codemag
twitter.com/codemagazine
mailto:ottod@codemag.com
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